Design-Based Research in Empirical Microeconomics*

David Card, UC Berkeley

ABSTRACT

| briefly review the emergence of “design-based” research methods in labor economics in the
1980s and early 1990s. These methods were seen as a partial solution to the problems of
credible inference identified by Ashenfelter (1974), Leamer (1978), Hendry (1980), and others.
Designed-based studies typically use a simplified one-equation model of the outcome of
interest — in contrast to model-based studies that specify a data generating process for all
factors determining the outcome. | discuss some of the strengths and weaknesses of the
design-based approach and the value of such research in the field.

*Nobel Memorial Lecture, November 2021. This lecture is dedicated to the memories of Alan
Krueger, John DiNardo, and Robert LalLonde. | thank Orley Ashenfelter, Christian Dustmann,
Henry Farber, Guido Imbens, Pat Kline, Thomas Lemieux, Daniel Parent, and Craig Riddell for
many helpful comments.



The Setting

The late 1970s and early 1980s was a period of turmoil in applied economics. The
previous decade of high inflation and high unemployment led to the scornful dismissal of the
big macro models that were viewed as a key legacy of the Cowles Commission research
program (Fair, 1992). The Negative Income Tax Experiments — which had begun with strong
support from both liberals and conservatives — ended with little fanfare but much disagreement
over the findings.! And several high profile papers — including Sims (1980), Hendry (1980), and
Leamer (1983) — identified serious credibility gaps in many applied studies, particularly those
based on macro data.

Subsequent studies in the mid-1980s suggested that the credibility gap extended to the
field of labor economics, where cross sectional and longitudinal micro data had already
supplanted the use of macro data.? LaLonde’s (1986) analysis of the National Supported Work
(NSW) demonstration project showed that when state of the art econometric methods were
applied to the NSW treatment group — throwing away the randomized control group — they
gave a wide range of estimates. And it was very hard to tell without peeking at the real control
group which method or specification gave the ‘best’ answer — a problem that had been
identified by Ashenfelter (1974, 1978) and Ashenfelter and Card (1985) in earlier attempts to
evaluate subsidized training programs.

A second revealing study was H. Gregg Lewis’s 1986 book Union Relative Wage Effects:
A Survey. Lewis was the intellectual father of modern labor economics, having served as thesis
advisor for Gary Becker, Sherwin Rosen, and dozens of others, and having authored a 1963
book on union wage effects that influenced many younger researchers (see Rees, 1976). After
reviewing virtually every study since 1963, Lewis reached the awkward conclusion that simple
ordinary least squares estimates of the union wage effect were more useful and reliable than
those based on instrumental variables or endogenous selection approaches.® The problem, in
his view, was that researchers used arbitrary and unsupported assumptions to identify their
models, with little or no concern for the validity of their assumptions or the implications of their
findings. This criticism was particularly salient because many of the new methods had been
tested initially on the union wage effect question (e.g., Lee, 1978).

Around the same time a third study by Dewald, Thursby and Anderson (1986) (DTA)
suggested that a lot of published empirical estimates were not replicable, and that many
authors were unwilling to share their data or programs. DTA attempted to replicate the papers

1 A key disagreement was over the question of whether the availability of the NIT led to family dissolution. See
Cain and Wissoker (1990), who carefully reanalyze an influential early study suggesting such an effect.

2 Stafford (1986) argued that the availability of micro data in labor economics was “forestalling the demise of
empirical economics”.

3 One of my first jobs as a research assistant in the Princeton PhD program was working for Lewis, re-assembling
the data sets in the studies he reviewed. Many papers had poorly documented empirical sections, and Lewis spent
countless hours trying to reverse-engineer their samples so he could better understand the results.
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accepted at the Journal of Money Credit and Banking between 1980 and 1984. The Journal had
instituted a policy of requiring authors to archive their data and code starting in July 1982. Even
among papers accepted after that date, however, one-quarter of authors failed to respond to
multiple requests for their data. For papers accepted prior to the policy fully two-thirds failed to
respond. Only 2 of the 9 papers they analyzed in depth could be reproduced exactly, while 5
had substantial errors or could not be replicated at all. As noted by DTA, these findings were
not a real surprise. Most economists at the time had a low opinion of empirical work. To quote
Ed Leamer (in Hendry, Leamer, and Poirier, 1990): "...we don't take empirical work seriously in
economics. It's not the source by which economists accumulate their opinions, by and large".

These developments really resonated at Princeton, where | was a graduate student and
then a faculty member. My thesis advisor, Orley Ashenfelter, had noted the extreme pattern of
self-selection among participants in training programs (the so-called “Ashenfelter dip”), and
made an early plea for the use of randomized trials to help sort out their effects (Ashenfelter,
1974). In our 1985 paper (Ashenfelter and Card, 1985) -- which coined the term “difference in
differences” -- Orley and | had noted problems with the newest generation of models that were
supposed to be able to separate causal effects from selection biases in longitudinal models. We
were also Lalonde’s dissertation advisors. By the mid-1980’s the “Industrial Relations Section
model” for empirical work was becoming clear.* People interested in causal questions needed
to shift attention toward more transparent and credible research designs that stated the
sources of identification and tried to verify their legitimacy.

Of course at the time very few economists used the term “research design”. My
introduction to the phrase came when Alan Krueger, who had recently joined the Princeton
faculty, started a subscription to the New England Journal of Medicine.> Alan and | were
intrigued by the abstracts of the papers, which typically had a sentence on “research design.” |
noted that few of my papers had a research design that could be summarized in a sentence.

Ashenfelter was not the only senior labor economist arguing for an emphasis on
research design. Richard Freeman, one of Krueger’s thesis advisors and head of the National
Bureau of Economic Research’s Labor Studies program, had long argued for the value of what
he called ‘natural experiments’ (e.g., Freeman, 1989, p. x). He also pushed the idea of looking
for ‘big shocks’, such as the imposition of the federal minimum wage on Puerto Rico (Castillo-
Freeman and Freeman, 1992), to help cut through the statistical noise in labor market data.

4 The Industrial Relations Section is part of the Economics Department that provides offices and research facilities
for labor economics faculty and graduate students. Gary Solon (Solon, 1985) was another student of Orley’s who
produced an early difference-in-difference analysis of the effect of taxing Ul benefits. Netto (2021) provides more
history of the debate over how to evaluate training programs.

5 This was actually a reaction to a comment by Ashenfelter, who was astonished at the greater attention paid to
articles in the NEJM than the AER — including one using the Vietnam draft lottery to evaluate the health effects of
military service (Hearst, Newman and Hulley, 1986).



Natural Experiments

My first attempt to incorporate these ideas was my study of the Mariel Boatlift (Card,
1990). The idea of looking at the Boatlift arose in discussions with a talented undergraduate at
Princeton, Constantine Alexandrakis, who was raised in Miami and conducted an analysis of the
episode for his senior thesis. | had been working with fellow Princeton alumnus Joe Altonji on
the labor market effects of immigration (Altonji and Card, 1991) and was unsatisfied with the
evidence we had been able to assemble using a simple enclave-style instrumental variable. The
Mariel Boatlift seemed like a useful case study to benchmark our findings.

My approach to the analysis was very much influenced by my work on longitudinal
earnings models with Ashenfelter and with John Abowd (Abowd and Card, 1989). Since the
Boatlift occurred just prior to the 1983 recession it was important to build a comparison group
of cities whose economic conditions had closely tracked those in Miami in previous years (the
“parallel trends” condition identified by Ashenfelter, 1974). The design of the comparison group
was a natural outgrowth of the models labor economists had been building to describe
individual earnings over time, but applied to a city rather than a person. And the Boatlift
certainly met Freeman’s advice to look for a big shock.

Next came work on minimum wages. By the end of the 1980s, several new
developments led to renewed interest in this topic, and to the hope that we could learn more
about firm behavior. For one, in response to a decade-long freeze in the federal minimum
wage, some states had decided to raise their own minimumes. This set the stage for “natural
experiment” style case studies of state-specific increases. For another, labor economists now
had access to micro data on wages from the monthly Current Population Surveys, making it
possible to study the effect of minimum wages on wages. Surprisingly, this dimension had been
sorely neglected in the earlier literature. It was only in the mid 1990s that John Dinardo, Nicole
Fortin, and Thomas Lemieux (1996) showed the large effects of minimum wage on wage
inequality. A third factor was the nascent interest by economists in conducting their own
surveys — an idea that Alan Krueger advocated throughout his career in many different settings.

These ideas came to a head at a 1991 Cornell-Princeton conference (Ehrenberg, 1992)
which featured several very straightforward design-driven studies of minimum wages, including
my case study of California (Card, 1992a) and Katz and Krueger’s (1992) study of fast food
restaurants in Texas. Both studies seem to suggest that raising minimum wages had, if
anything, slightly positive effects on employment. A third study | wrote after the conference
comparing the effects of the recent federal minimum wage increase across different states
(Card, 1992b) reached the same conclusion.

While the conference proceedings were in press, Krueger and | realized that an
impending increase in the minimum wage in New Jersey provided the opportunity for a
prospective quasi-experimental study with both a treatment group (restaurants in New Jersey)
and a control group (restaurants in Pennsylvania). Building on Alan’s experience with the Katz



and Krueger (1992) study — which lacked a pure control group -- we tried to design the study to
mimic a classical randomized controlled trial (RCT). Perhaps the most compelling feature of the
study was that our hands were tied once we conducted the first-wave survey: the sample and
the survey questions were frozen. | have learned over the years that most people want other
researchers’ hands to be tied.

The results of our New Jersey — Pennsylvania study confirmed the findings in our earlier
studies, but created a much bigger stir, partly because our paper was published in the American
Economic Review, and partly because the design was so easily explained to non-specialists.

The findings were widely criticized by many economists — including Nobel prize winners
like Gary Becker, Merton Miller, and James Buchanan. Buchanan (1996) wrote: “no self-
respecting economist would claim that increases in the minimum wage increase employment.
Such a claim ... becomes equivalent to a denial that there is even minimal scientific content in
economics, and that, in consequence, economists can do nothing but write as advocates for
ideological interests”.

Of course Joan Robinson (1933) had shown that an employer with wage setting power
will increase employment if faced with a small increase in the minimum wage — a prediction
that was widely understood (e.g., Stigler, 1946). So Buchanan was really arguing that any
consideration of wage setting power by employers was unscientific. That seems to me to be an
unusual definition of “scientific”.

What’s Good About Design-Based Studies

Design-based studies have several strengths that have contributed to their spread in
Labor Economics and related fields. The most important is that they put causality front and
center. In a design based study, the issue of “identification” — which was stated as a
mathematical condition in older textbooks -- is equated with the research design. This was
clarified in the path-breaking paper by Imbens and Angrist (1994). In many cases a precise
research design also makes it easier to construct specification tests, like pre-treatment
comparisons that are now widely used in event study designs.

A second strength is that a simple research design is easily understood and interpreted
by other researchers, and by the policy community. Ashenfelter (1987) noted that when the
results of an RCT are presented “... it is my experience that the discussion turns almost
immediately to substantive, as opposed to methodological, matters”. A well-designed non-
experimental study can have the same effect. It can also be directly policy relevant. The
evidence from a quasi-experimental analysis of one state-specific minimum wage increase, for
example, can be understood by people in other states who are contemplating a similar choice.

A third strength is portability of the design. This is important in economics because we
are often unsure whether the results in a particular study are just a fluke, or hold up more
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generally. Within a decade the basic design of the Mariel Boatlift study was adopted to France
(Hunt, 1992), Portugal (Carrington and de Lima, 1996); and Israel (Friedberg, 2001). Variants of
the New Jersey-Pennsylvania “border design” have been implemented by Dube Lester and
Reich (2010), Cenzig, Dube, Lindner and Zipperer (2018), Campos-Vazquez and Esquivel (2021),
and others. By comparing estimates from the same design across settings it is possible to reach
stronger conclusions and potentially convince the research community to take the results more
seriously, even if they appear to overturn the conventional wisdom.

What’s Not to Like About Design-Based Studies

In most design-based studies, as in a classical RCT, the counterfactual state for
“treatment” is the state experienced by the comparison group. In my opinion, this is a
strength, since it helps provide a clear interpretation of the treatment effect. Other analysts,
however, view this as a limitation (e.g., Heckman, 2005; Deaton and Cartwright, 2018). Some of
their criticisms involve the philosophy of science. But three are worth discussing here.

One concern is that the particular counterfactual identified by the design is too
restrictive. For example, people often asked Alan Krueger and me whether we thought the
results of our minimum wage study would hold if the minimum wage were raised to a much
higher level. Obviously we could not say. But even if we had taken a model-based approach,
and estimated consumer demand and restaurant production functions, | think it would have
been unwise to extrapolate the results too far outside the range of the existing data. Any
economic model is only a crude approximation, and the associated parameter estimates can
only reflect a limited historical experience. This is more or less what went wrong in the 1970s,
when the macro models fit to earlier decades broke down.

A second criticism is that design-based studies are often conducted in the framework of
a single-equation model for the outcome of interest, with no explicit consideration of the
process that assigns treatment to different units, or of how the assignment process is related to
the outcome. Of course there are well-developed templates for conducting such an extended
analysis (see e.g., Wooldridge, 2010; Cornelissen, Dustmann, Raute, and Schoenberg, 2016;
Kline and Walters, 2019), so this is really a criticism of how authors report their results, rather
than of the design-based approach per se. | think this criticism is also over-stated. A paper with
a straightforward analysis is still worthy of attention if the research question is interesting and
the design and implementation are of high quality. Subsequent researchers can (and often will)
follow up with more complicated analyses. | tried to do exactly that in my surveys of quasi-
experimental estimates of the return to education (Card, 1995, 1999).

A third criticism — closely related to the first two -- is that the results from a simple
design-based study cannot be used to evaluate scenarios outside those observed for the
treatment and comparison groups. This is not always true: if an analyst uses a logistic model to
summarize the results of a design-based study of discrete choice, for example, it is possible to
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predict the demand for other choices, including choices that do not yet exist (see McFadden,
2001). Again, | think this is a criticism of the complexity of the analysis in some studies, rather
than a statement about the utility of a good research design, which is always helpful in
obtaining credible estimates for the parameters of interest.

Why Do We (Still) Need Design-Based Studies?

Design-based studies are particularly useful for testing basic predictions of a theory, or
testing between competing theories. Many economists see little need for such work. They have
much greater confidence than me in simple working models that in many cases have never
been put to a rigorous test. In such a conservative intellectual environment, transparent
design-based studies can play an important role in “opening the door” to a new approach or a
new class of models.

That is arguably what happened as a result of the work on minimum wages done by
Alan Krueger and me in the 1990s. At the time, even two decades after the initial formalization
of search theory (McCall, 1970) and of demand systems for differentiated products (McFadden,
1974), most economists believed that market power in wage setting required a single buyer of
labor.® Although Alan and | thought of our work as trying to test between wage-taking and
wage-setting behavior by employers, | think it’s safe to say that virtually no one changed their
mind on that question when our New Jersey Pennsylvania study was published. In our 1995
book we tried to interpret our findings in the framework of the job ladder model developed by
Burdett and Mortensen (1998) though that interpretation was ignored by reviewers at the
time.”

But over the next two decades, as people continued to develop models of imperfect
competition in labor markets (e.g., the books by Manning, 2003 and Flinn, 2011), and more
studies looked at the effects of minimum wages, and other studies documented the wide
variation in wages at different firms (Abowd, Kramarz, and Margolis, 1999; Card, Heining and
Kline, 2013), the question of whether firms have some wage-setting power has moved closer to
the mainstream. | am cautiously optimistic that in another decade or two the field of Labor
Economics will be more like the field of Industrial Organization, where the existence of some
degree of price-setting power is taken for granted.?

6 Sullivan (1989) and Ransom (1993) showed that markets for nurses and professors showed elements of
monopsony power, but their findings were viewed as the exception, rather than the rule, and certainly
inapplicable to low-wage labor markets.

7 Burdett and Mortensen’s paper was first circulated in 1989 but was not immediately appreciated. Alan Manning
was an early advocate of their wage posting model (Manning, 1994) and used the setup to frame an entire book on
imperfect competition in labor markets (Manning, 2003).

8] am also aware that this prediction has been made before, and failed miserably. For example, Reynolds (1946, p.
391) wrote: “If imperfections in product markets are associated with a sloped demand curve for the firm, it seems
reasonable to suppose that imperfections in factor markets result in a similar departure from horizontality.”
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Another example is the study of displaced workers by Jacobson, Lalonde, and Sullivan
(1993) (JLS). This paper was one of the first in Labor Economics to use an explicit “event study”
design — in their case to evaluate the effect of losing a job in a mass layoff event.® Comparing
job losers in mass layoffs with coworkers who retained their jobs, JLS showed that prior to the
event the two groups had very similar earnings for many years (verifying the ‘parallel trends’
assumption). But after the displacement event the job losers had much lower earnings —
suggesting that there were very large — and possibly permanent -- costs of job displacement.
Subsequent work by Sullivan and von Wachter (2009) showed that the job losers also had
higher mortality.

JLS’s findings were disruptive because they were seen as inconsistent with a model
where each worker is paid her “market wage.” Prior to the mass layoff the displaced and non-
displaced workers earned about the same pay. But after the event the job losers earned
substantially less, just because they no longer worked at one particular firm. The basic findings
of JLS have been verified in many other settings and countries, and their event study design has
become the leading methodology used by labor economists to establish causality. And today it
is more widely accepted that an individual’s pay is determined in part by who they work for.
But without JLS’s innovative research design, that message would have taken far longer to get
through.

| hope that young researchers today can find some inspiration in these examples. Labor
economist’s interest in research designs evolved out of the realization that what we had been
doing before to answer causal questions was just not working. In my opinion, we have made
some progress. A compelling design-based study can sometimes provide convincing evidence
and get economists thinking a little differently about a problem — albeit slowly and with no
guarantee of success.

® When Lalonde presented an early version of the paper at Princeton, Orley commented that “finally someone had
learned something” from the work he (and we) had done on training programs.
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